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For the inductive algorithm, we are given kernel functions instead of the 
matrices M and N. On each trial, we are also given feature vectors for the 
row and column.

We can show that the transductive and inductive algorithms are prediction-
equivalent, up to the value of       and      .
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We present online transductive and inductive algorithms for binary matrix 
completion with side information. For these algorithms, we prove novel 
mistake and expected regret bounds. In the case of no side information, the 
bounds scale with the dimensionality of the matrix. In the case of ideal side 
information, these scale with the number of underlying latent factors.
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